
Annals of Advanced Biomedical Sciences  

 

Hemodialysis or Transplantation for Ethiopia: A Cost Utility Analysis Ann Adv Biomed Sci 

 

 
 

K-means Clustering Algorithm for Myocardial Infarction 

Classification 

 

ElAmin A, Alotaibi YM, Abaida EA, Malaekah E, Ismail Saied HF* and 

Mukhanov VV 

Inaya Medical College Department of Biomedical Technology, Saudi Arabia 

 

*Corresponding author: Husham Farouk Ismail Saied, Inaya Medical College 

Department of Biomedical Technology, P.O. Box 271880, Riyadh 11352, Saudi Arabia, Tel: 00966551301821; Email: 

hushamfarouk@yahoo.com  

 
Abstract 

Heart attack is one of the main causes of death around the world. The electrocardiogram (ECG) is considered as an 

effective method to diagnose heart diseases. In this study, the classification approach will be applied to distinguish 

between myocardial infarctions (MI) subtypes. The abnormalities approval depends on morphological analysis used to 

detect the appearance or absence of some specific features in ECG graph. The classification approach consists of many 

basic steps such as data segmentation and various kinds of noise removal. Stemming filter will be used for detection of 

some features through a large number of data. Features selection and normalization approaches will be used for data 

validation and significant clustering. Finally, the K-means clustering will be used to differentiate between MI subtypes. 

The statistical analyses such as Precision, Recall, and F-Score were used to evaluate the performance of the K-mean 

algorithm. The F-score achievement is indicated at 0.98% in significant clustering and with 87.61% in right classification 

of MI subtypes. 
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Introduction 

Myocardial infarctions (MI) are classified into ST 
elevation (STEMI) and non-ST elevation (NSTEMI) in 
accordance to the changes in the ECG graph [1]. ECG is 
considered as one of the most common diagnostic 
techniques used to evaluate the MI sub-class. By 
observing the cardiograph trace patterns, doctors can 
understand the state of the heart disease [2]. The baseline 
and shape of ECG graph help to evaluate the healthy 
functioning of the heart. Some features (morphological 
root) are used to determine the frequency and amplitude 

in ECG waveform. The increasing or decreasing in discrete 
time amplitude due to the diseases caused an appearance 
or disappearance of new segments in an ECG graph. Four 
(MI) subtypes (infero-postero-lateral (IPL); antroseptal 
(AS); infero-latera (IL); anterior (A)) will be studied and 
their leads are (L1; aVR; V1; V2; V3;V4; V5;V6) 

 

Clustering and Classification 

Clustering algorithm is used to group the data points 
without advance knowledge; oftentimes, clustering 
algorithm is used for forming a group of objects whose 
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positions are accurately known. Classification is a mining 
technique used to predict group membership for data 
instances. Generally, several signal processing techniques 
and computer programming methods can be used for 
interpreting the heart disease. Some studies have 
discussed the topic, however, several challenges have 
been found during the automatic classification approach 
[3]. Few approaches of cardiograph classification 
methods into clinical practice were used, and the 
predictive capacity of these methods remains 
controversial and still inaccurate. Clustering technique, 
which is considered as a vector quantization, is used to 
quantify the ECG physical quantity in order to analyze and 
reduce a large number of data to a small number of 
features. The k-means clustering approach based on 
unsupervised machine learning has been applied. In 
general, ECG clustering is a complex process that requires 
many steps to achieve the final classification result. These 
steps start from signal segmentation, noise removal, 
feature extraction / selection, super vector construction, 
data weighting, clusters/centroids, and finally the 
classification approach. Features extraction phase include 
stemming filter, which is used for data reduction to a 
small number of features, such as wave shape or 
morphologic in discrete time amplitudes. Features must 
be strong enough to enhance its significance in the 
classification task. The process also includes 
normalization filter, which helps in the configuration of 
the training database. Finally, the K-mean classifier will 
be applied to differentiate between MI sub-classes, and 
the effectiveness on right decision making must be tested 
[4].  
 

Statement of the Problem 

Heart diseases are becoming the main significant 
reason for sudden death around the world [5]. Since 1970, 
many studies have deployed different mining approaches 
and computer programs that could assist the doctors in 
interpreting diseases according to the ECG graph shape 
[6]. Different classification algorithms can be used to 
differentiate between heart attack subtypes [7]. In this 
study, the classification approach is made according to 
American College of Cardiology Foundation (ACCF) [8] 
and software data mining techniques. 
 

Material and Method 

Participations & Data Collection  

The ECG data is available online [9]. The database 
contains cardiology clinic data saved as standard text 
format, ECG lead I, recorded for 20 seconds, digitized at 
500 Hz with 12-bit resolution over a nominal ±10 mV 

range. In this study, the data include normal ECG (healthy 
heart function) and four subtypes of myocardial infarction 
(MI). The data included 90 subjects (44 male, 46 female), 
four healthy subjects and 12 subjects with MI. The 
average age is between 13 and 75 years old. The dataset 
included eight leads [aVR; L1; V1; V2; V3; V4; V5; V6] in 
both normal and MI subtypes, each lead contained about 
65,000 samples. This continues the time signals that will 
be discrete to pulses, and each separate pulse will contain 
808 samples.  
 

ECG Clustering and Classification Approach 

The automatic algorithm method as shown in Figure 1 
includes the following steps: Initial data collection and 
segmentation; Noise removal; R-wave detection; Matching 
phase; Stemming filter; Normalization; frequency 
distribution; k-clusters creation and Partitions (Voronoi 
diagram); centroid generation for each (k) clusters as the 
new mean. Afterwards, the k-means clustering algorithm 
will be applied for testing pulse to find the subtype where 
the pulse belongs to. The near means will be created for 
all centroids, and then the testing pulse will be assigned to 
one or more centroids according to the maximum value 
that will be found.  
 

 

Figure 1: Proposed algorithm for (MI) automatic 
classification. 
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The K-mean cluster is considered as an unsupervised 
learning technique –which is used for exploratory data 
analysis that finds the hidden intrinsic structures or 
groupings in ECG data (morphological root). The 

morphologic root, as shown in Figure 2, shows a 
morphological variation between normal and abnormal 
ECG (the appearance of some segments different from 
normal signal). 

 
 

 

Figure 2: This illustration shows the morphological variation between two normal ECG pulses and two disease states: 
a) Normal V5 lead (blue solid lines), IPL MI V5 lead (dashed lines); 
b) Normal V6 lead (blue solid lines), IPL MI V6 lead (dashed lines). 

 
 

Preprocessing 

Remove Artifact: Different sources of noise, which could 
appear in ECG signal, can be removed by using filtration 
techniques such as digital filter from MATLAB® (Infinite 

impulse response (IIR)) [10]. The low-frequency noise 
can be removed with IIR low-pass filter [10], also linear 
trend can be de- trended using Notch filter [11] as shown 
in Figure 3. 

 
 

   
a)      b) 

   
c)    d) 

Figure 3: ECG waveform artifact and noise removal: 
 a) Signal corrupted with motion artifacts from cardiology clinic database; 
 b) Filtered signal after IIR low-pass filter;  
c) Signal with base line attenuation; 
 d) De-trend signal after using Notch filter. 
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R-wave detection: For similarity comparison all MI data 
with Normal ECG, matching phase must be applied. The 
idea of matching lies behind the fact that after finding all 
R-wave (Figure 4), this peak sample will be reassembled 
in a new database. Wavelets analysis technique was used 
to detect the R peak value. Additionally, it was used to 

transform separate pulses into different frequency bands 
enabling a sparser representation of the signal [12]. The 
wavelets decompose signals into time-varying frequency 
components, because signal estimation can be easier 
when working with separate pulses representations 
(Figure 4). 

 
 
 

 

Figure 4: R-wave detection based on wavelets analysis: 
 a) Anterioseptal V1 lead (Solid blue line), R-wave peak (red triangle); 
 b) Anterior V4 lead (Solid blue line), R-wave peak (red triangle). 

 

 
 

Pulses matching: Once the R-waves have been detected, 
each pulse (with 808 samples) will be separately saved in 
a new score table with the condition that R-waves for all 

pulses must be matched in one raw. Therefore, the 
algorithm gathers all pulses in a new table based with the 
condition of unifying all R-waves in one raw (Figure 5). 

 

 
 

 

Figure 5: Matching pairs of times series from 19 normal cases. This is an example of alignments for the healthy heart 
function. 
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Leads Selection 

Feature extraction: Leads selection is an automatic 
program that is used to compare two selected leads, these 
leads must strongly belong to the same lead type. For 
example, if the recorded pathological signal came from V5 
lead, the other normal lead must be V5 as well to compare 
with Figure 6. After that, the stemming filter for data 
reduction is applied. The remained data will contain 
segments of the pathological signal that indicate the differ 
part from the normal rhythm. Features extraction is an 
attempt to find strong morphological variation in diseases 

group that will monitor the diseases’ subtype. The 
stemming filter uses data reduction and the remaining 
data contain some segments from the signal that indicates 
the different part from the normal. Stemming filter is 
based on similarity function. Similarity function is used to 
compare all samples in pathological leads with the 
reference signal (the normal), all samples in the 
pathological group that share the same value with the 
normal will be removed. Remaining data contain 
morphological roots that have a property difference from 
normal leads (Figure 6). 

 
 

 

Figure 6: Examples of stemming filter for infero-latera aVR lead ECG dataset. The stemming based on similarity 
comparison of IL (aVR lead) with healthy (aVR lead), then removing all sample of IL lead which fill inside the helthy 
range (blue lines). Our root shape extraction method discovered (yellow circles): 
a) The normal range of (aVR) datasets (indecated with blue color) and the brown color indecates the infero-latera 
(aVR) dataset; 
b) Yelow circles indecates the root shape (stemming result);  
c) Remind data of the IL dataset = morphological variation between normal (aVR) and disease (aVR). 
 

 
Many methods can be used for stemming task. The 

rule-based approach [13] could be suitable for (MI) 
classification task. Rule-based approach uses rules to 
make deductions, such as {IF 'condition' THEN 'result'}, 
and this looks like if the current sample is similar to the 
sample in normal category then delete this sample. The 
rule-based stemmer uses morphological analysis for 
feature generation; the features here look like finding the 
place in diseases cardiograph which is different from 

normal. The algorithm can be summarizing as followed 
(Figure 7): 
 If current sample shares the same property with 

normal, then current sample will be removed. 
 If current sample has low frequent through current set 

of data (less than 50), then current samples will be 
removed.  
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 If current sample is stop sample such as 
(spaces/alphabet/ Symbols …etc.), then current 

sample will be removed. 

 
 

 

Figure 7: Proposed stemming filter. 
 

 
In order to obtain a significant stemming result, the 

frequent distribution technique was designed (Figure 8). 
The higher and lower levels of the current lead will be 

calculated in order to find the median level of the 
amplitudes. This range will be calculated only for the 
normal leads while diseases leads will remain the same. 

 
 

 

Figure 8: The higher level and lower level calculation used to figure out the range (frequent distribution) that used to 
remove the dublicate samples: 
 a) Matched normal ECG (L1); 
 b) Proposed frequent distribution result (L1). 
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The next example demonstrates the stemming 
algorithm used to reduce the size and the density of the 
cluster (Figure 9). In the experiment, matched inferio-
posterio-lateral- lead V5 was utilized. The result shows a 

perfect progress in data reduction when dealing with a 
highly complex signal such as ECG (Figure 9 (b)), which 
contains a huge number of samples that do not contribute 
in the classification task.  

 
 

 

Figure 9: Stemming result for inferio-posterio-lateral V5 lead: 
a) Matched IPL (V5);  
b) Normal ECG (V5);  
c) IPL V5 lead after removing duplicate samples;  
d) IPL V5 lead after removing stop and low frequent samples. 

 
 
Normalization 

Data validation has been given much attention 
because the classification accuracy depends completely 
on the right feature selection, and also any mistakes 
during the training process will cause lack of classification 
in decision-making. Firstly, the normalization is used for 
eliminating encoding or missing input data to a single 
common character set. Secondly, the system must specify 
train data at their mean, and scales the unit standard 
deviation, thus, samples weighting technique must be 
applied in order to construct the super vector of (n) 
weighted samples for each groups; “normalized-formula” 
will be used for this task: 
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,  (1) 
Where: 

 iKa
 – The weight of the sample (i) through the ECG 

pulse (k); 

 iKf
– The frequency of sample (i) through the ECG 

pulse (k); 

 N  – The number of ECG pulses through current 
sample where accord; 

 in
 – The ECG pulse frequency for current sample;  

 M  – The total number of samples in current ECG pulse. 
The method implements for “sample frequency weighting” 

which uses the following formula: 
 

iK iKa f
, (2) 

where: 

 iKa
– The weight of the sample (i) through the ECG 

pulse (k); 

 iKf
 – The period of time the sample (i) occur through 

the ECG pulse (k). 
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Features selection 

After normalization, the data will be represented as a 
vector of (n) weighted samples. However, some high 
weighted samples may have been concentrated in some 
pulses without the other, and the system will consider 
them as very important samples due to its great 
repetition, but this will depreciate the accuracy of 
classification. Therefore, it is important to find a normal 
frequency distribution of sample frequent through the set. 
The frequency distribution method is a summary of how 
often each value occurs by grouping values together. 
There are multiple ways to calculate frequency 
distribution (count if Function and frequency function 
(Figure 10)). 

 
Features selection approach will be based on two 

types of “frequencies” calculation, sample frequency 
versus pulse frequency and vice versa:  
 Sample frequency versus pulses frequency (in the 

scope of the current pulse versus data set) – which 
means that the number of times when the sample 
occurs within the current pulse; tf (t,d) = ft,d. where (t) 

is the number of times that the sample occurs through 
the pulse (d). 

 Pulse frequency versus current sample (in the scope of 
the set) – which means that the number of pulses in 
which the current sample occurs at least once is the 
scaled inverse fraction of the pulses that contain the 
sample, obtained by dividing the total number of 
samples by the number of pulses containing current 
sample, and then taking the logarithm of that quotient  
 

( , ) log
{ : }

N
idf t d

d D t d


 
 (3) 

 N: the total number of pulses in current set N D  

 { : }d D t d  : The number of pulses where the 

sample (t) occurs (i.e., ( , )idf t d not equal to zero). 

  If the sample is not in the set, this will lead to a 
division-by-zero. It is, therefore, common to adjust the 

denominator to1 { : }d D t d     

 
 

 

Figure 10: Normalization phase for (anterior-V5), the approach based on two types of “frequencies” calculation: 
a) Anterior (V5) after stemming prosecedure. 

b) Anterior (V5) after normalization prosecedure. 
Pulse frequency method does not work with a small number of pulses in the set. 

 

The K-Means Clustering 

The model is used to assign a class label to diseases 
training data, for example, if X is a group of (n) rows, 
which correspond to observation, and the (K) is a column 
corresponding to a predictor, then the ECG pulse to 
certain category is considered as the final step of the 
classification process, in which the actual assignment of 
the ECG pulses to a certain predefined category is 
performed as shown in Table 1. In order to determine the 
mean value of the resulting data, the instance tf-

idf weights vectors must be used for all ECG pulses in each 
category. The ECG pulse will be compared with all 
categories (centroids) in order to assign to a certain 
predefined group that is most similar.  

 
For a better understanding of the principle of the 

classification process, the following summary of K-means 
clustering algorithm is defined: (iteration /cluster/ 
instance/dimensions): 
 

1. Input K, set of points 1 2...x x
 

https://en.wikipedia.org/wiki/Tf-idf
https://en.wikipedia.org/wiki/Tf-idf
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2. Place centroids 1... kc c
 at random locations 

3. Find the nearest centroid for point and assign each 
point to cluster 

4. Repeat 1 and 2 until convergence (iteration): 
 
For each point X1: 
o find nearest centroid c1, the Euclidean distance 

between instance xi and cluster centre cj, is given by 
D(xi,cj) 

o assign the point x1to cluster j 
 

For each cluster j=1...k: 
o new centroid cj=mean of all points x1 
o assigned to cluster j in the previous step:  

1
( ) ( ), ( ) 1...j jxi cj

j

c a x a where a d
n 

 
 (4) 

o Stop when none of the cluster assignments changes. 
 

Testing Random Pulse to a Certain Category  

According to Figure 1, the user will be able to select 
the type of processing (path) for the purpose of 

classification. The testing data pass through the noise 
removal, R-wave detection and stemming process. Then 
the classifier will upload this testing data to the features 
space group as a new cluster, the space will be selected 
depending on the lead name of the testing signal. All 
samples of teasing data will be compared with the nearest 
neighbours centroid. The classifier will calculate (Formula 
6) the total number of samples attached to each centroid, 
then gives these values in percentage.  
 

Results and Discussion 

Normal Category Training (the reference 
signal) 

The normal category is used as a reference group (4 
data set). Each row of (X) corresponds to one observation, 
and each column corresponds to one predictor (W). Each 
pulse will be represented as (n) weighted of features W 
(w1,…, wd), these features will be normalized in order to 
become clusters (k), then the (tf, idf) will be applied for 
leads centroids (AVR-L1-V1-V2-V3-V4-V5-V6) as in 
(Figure 11): 

 
 

 

Figure 11: Matched normal ECG (V1). 
 

 

Pathological Data Training, MI Subtypes 
(groups): 

Some medical evidence confirmed that some leads 
show the (MI) class better than the other leads [14]. The 
proposed algorithm for (IM) clustering is based on 
morphological variation of the ECG graph. First of all, 
stemming filter will be applied for all diseases data in 

order to remove duplicate and stop samples, remaining 
data will be normalized then will be considered as 
morphological changes which appear in ECG amplitude 
segments over the time series (Figure 12). The 
Morphological variation in each group will be assigned to 
the disease class, clusters will include 
(L1;aVR;V1;V2;V3;V4;V5;V6).  
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Figure 12: K-means clustering result shows points per-category calculation based on the Euclidean distance 
(structure-based dissimilarity): 
a)aVR leads (red circles = IL; green stars = AS; blue squares= IPL) 
b) L1 leads (red circles = IL; green stars = AS; blue squares= IPL; tringle magenta = A) 
c) V1 leads (green stars = AS; tringle magenta = A) 
d) V2 leads (red circles = IL; green stars = AS; blue squares= IPL) 
e) V3 leads (tringle magenta = A) 
f) V4 leads (tringle magenta = A) 
g) V5 leads (red circles = IL; green stars = AS; blue squares= IPL; tringle magenta = A) 
h) V6 leads (red circles = IL; green stars = AS; blue squares= IPL) 
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Testing Signals to Certain Category 

The calculation of relevance testing signal with known 
lead to a certain category will be made as follows: 
 If the total number of the remaining sample after 

stemming phase is less than 50, then current signal will 
be considered as a Normal; this is because when the 
testing signal is compared with normal leads, it will 
result to zero remaining data, because the stemmer will 
remove all samples in the test pulse due to 100% 
matching with normal group. Thus, if the total number 
of the remaining samples after stemming phase is over 
50, then such signal will continue passing through the 
classification phases (normalization/ weights vector, 
etc.). 

 The classification process begins with the selection of 
one path to the new pulses in the features space 
(Voronoi diagram). For example, if the test signal is 
identified as V6 lead, then the path of the signal will be 
V6 feature space (Figure 13), in order to compare the 
distance between all samples in the test pulse with the 
nearest neighbours centroid (8 centroids). 

  The matching coefficient of the test ECG signal will be 
assigned to a certain predefined category; the 
calculation in this case will be as a network flow 
problem (Points per-category or a tree diagram). The 
experiment results (Figure 13) show that 322 samples 
in the test pulse had nearest neighbours with 
“anteroseptal Lead (V5)”. The calculation with formula 
(5) was used to find the matching coefficient, where (k) 
is the total number of samples which had similarity 
property with a predefined category (i), in a case by 
mean of “anteroseptal Lead (V5)”. 

 

 
( )

100

i I

K i
A




 


 (5) 

Where: 
(A)- Matching coefficient, 
(k)- Number of samples matchings with a certain 
predefined category (i), 

(
i I ): The total number of samples on the current 

pulse. 
 

Points Per-Category 

To illustrate the arrangement of the clusters of a test 
signals, the remaining nodes represent clusters (centroids) 
to where the testing data belongs to, the calculation will 
use formula (6). The test signal after stemming will 
appear as a separate segment (Figure 13c). On the other 

hand, trained clusters are grouped in the same way; 
therefore, it was necessary to configure a relationship 
taking into account the scattered centroids that belong to 
the same disease. The calculation is used to find matching 
coefficient, where the total number of samples in the 
testing category had similarity property to one or more 
predefined categories. The idea is that each MI subtype 
may appear in different centroids, and to assign the 
disease subclass, the classifier must discover all these 
centroids and link them where they occur (Figure 13). 

*( )
0 ic ik

z
w a

n

S    (6) 

where: 
 S_ Number of samples to Predefined category 

 icw
– The weight (centroid) of the sample (i) which 

found in the new category of centroids (c) is the 
number calculated by the Classifier program and to be 
loaded from the (centroids XML-files); 

 ika – The weight of the sample (i) through the ECG 

pulse (k); 

 z  – The number of samples frequent (i) which found 
through the centroid categories vector (c). 

 
Once the calculation of the score table is completed for 

current ECG pulses, the system will calculate the max 
value of samples in the “Points per-category”, the current 
pulse will be assigned to the category according to the 
max value that will be derived. 
 

Classification Practices for Testing Signals to 
Certain Category 

The next example shows a classification result of a 
testing signal chosen randomly from the cardiology clinic 
database. These signals with known lead number (V5) 
were not used in the training set. The number of samples 
that contains this signal is about (808 samples), 392 
remained after stemming, 322 samples of them assigned 
to centroids (green star) which belong to anteroseptal 
subclass, each branch contains different leaf node. The 
class label decision will be taken after computing all 
samples that belong to different centroids (nodes). The 
decision label is assigned to anteroseptal acute infarction 
with 82.14% approximately according to nearest 
neighbors (by Euclidean distance) (Figure 13 and Table 1). 
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Figure 13: Illustrative example showing the classification result obtained with structure based dissimilarity 
(evaluated on the period observation at V5 features space), the testing signal clusters derived from cluster analysis 
based on points per-category calculation: 
a) Stemming phase for AS (V5) based on similarity comparison test with normal range (V5); 
b) Brown solid line indicates the stemming result; 
c) Brown lines segaments = remind data after stemming; 
d) Classification result, gereen stars assign to AS class. 
 The calculation is made with formula (5) as follows: 

322
100 82.14%

392

anterosepta
A

l
    

 

Lead  
number 

The total number 
of samples found 
in current signal 

The total 
number of 

samples after 
stemming 

Mixing data 
between 
centroids 

The total number of 
samples to each centroids 

Category 
name 

Matching 
coefficient % 

V5 808 392 0 

red circles = 33 IL 8.42% 
green stars = 322 AS 82.14% 
blue squares = 37 IPL 9.44% 

tringle magenta = 0 A 0.00% 

Table1: Score table for a new testing signal to certain category. 
 

Clustering Evaluation 

Clustering approach is considered as an unsupervised 
learning method, the accuracy is not commonly used in 
unsupervised algorithms [15]. Thus, a different technique 
was used to evaluate the accuracy of the clusters. 
 

ANOVA test 

After the Stemming and Normalization steps, our work 
results showed several independent sets of data groups 
(Clusters). To determine whether these clusters are 
significantly different or not, we used the One-way 

Analysis of Variance (ANOVA) test. This test focuses on 
the mean of each cluster data -centroids- and compares 
them [16]. Thus compares the slopes regression lines. 
However, we report the results as significantly different 
depending on the probability value (P-value). P-value is 
historically based on random choice which is reasonably 
accepted choice. It states that if the P value is 0.05 or less, 
we conclude that the clusters are significantly different 
[17]. In that case, there is no point in comparing the 
intercepts. The intersection point of two lines is: 
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1 2

2 1

Intercept Intercept
X

Slope Slope





 

1 1 2 1* *Y Intercept Slope X Intercept Slope X   

 (8) 

 

Best-fit values ± SE Infero-Postero-Lateral Infero-Lateral Antroseptal 

Slope 1.807 ± 0.1649 -13.35 ± 0.307 0.5377 ± 0.129 
Y-intercept -450 ± 65 6572 ± 143.6 -470.9 ± 56.87 
X-intercept 249 492.3 875.7 

1/slope 0.5534 -0.07492 1.86 
Slope 1.48 to 2.134 -13.97 to -12.73 0.2764 to 0.7991 

Y-intercept -579 to -321 6283 to 6861 -586.1 to -355.7 

X-intercept 209.1 to 281.4 488.6 to 496.2 733.3 to 1287 

R square 0.5506 0.9757 0.3196 
Sy.x 264.8 162 12.31 

F 120.1 1891 17.38 
DFn, DFd 1, 98 1, 47 1, 37 
P value <0.0001 <0.0001 0.0002 

Deviation from zero? Significant Significant Significant 
Equation Y = 1.807*X - 450 Y = -13.35*X + 6572 Y = 0.5377*X - 470.9 

Number of X values 614 529 464 
Maximum number of Y replicates 1 1 1 

Total number of values 100 49 39 
Number of missing values 514 480 425 

Table 2: The P performance of k-mean Clustering for a VR lead. 
 

As a result of the test, the P values are less than 0.05 
for all the sub-classes (Table 2). That means the clusters 
are significantly different and there is no mixing data 
which could complicate the classification decision making 
task. We didn’t apply the test for the anterior sub-class in 
this example because it doesn’t appear in aVR lead. 
 

Precision versus Recall and F-Score:  

We also used the Precision, Recall, and the F-Score for 
evaluating our clusters [18]. These scores were computed 
for every class pair (Table 3). 
 
Precision (P): Precision is the calculation of correct 
assigning points in dataset to the relevant class [19], by 
mean “How many of the points in each cluster is chosen 
correctly by the classified to be grouped in current cluster” 
(Table 3). The Precision is calculated as in equation 9. 

 

The equation class name 
Total Number of 

Clusters ( in ) 

Precision 

( , )r iP L S  

( , ) ri
r i

i

n
P L S

n


 (9) 
Where: 

rL
- Class name with ( rn

) size 

iS
- Class name with ( in

) size 

rn
- The correct number of clusters results 

in
- Number of all returned clusters results by the K-means 

 

Lead L1 11 0.8900% 
Lead aVR 7 0.9300% 
Lead V1 3 1.0000% 
Lead V2 8 1.0000% 
Lead V3 3 1.0000% 

Lead V4 3 1.0000% 

Lead V5 10 1.0000% 
Lead V6 8 1.0000% 

Precision average 54 0.9775% 

Table3: Precision calculation. 
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Recall (R): It is the fraction of actual objects identified. 
The number of correct results divided by the number of 
results that should have been returned [19]. The recall is 
calculated as: 

( , ) ri
r i

i

n
R L S

n
  (10) 

 

52
( , ) 0.962

54
r iR L S   % 

 
 
 

F-Score (F) 
With an equal weight of Precision and Recall together 

gives a good combination called the F-Score [19]. It 
considers both the precision and the recall of the test to 
compute the score. The F-score can be interpreted as a 
weighted average of the precision and recall, where it’s 
best value at 1 and worst score at 0. It is calculated with 
the equation 11: 
 

2* ( , )* ( , )
( , )

( , ) ( , )

r i r i
r i

r i r i

R L S P L S
F L S

R L S P L S



= 0.974% (11) 

 

Figure 14: F-score for K-means performance evaluation. 
 

 
The F-score is considered as an average of the 

precision and recall, where reaches its best value at 1 
(perfect precision and recall) and worst at 0. We achieved 
a value of F-score about 0.97% (Figure 14), achieved 
results prove that, stemming and normalization served in 
creating a great intergroup similarity and differentiate 
between the clusters.  
 

The Classifier Evaluation 

The performance of the K-mean algorithm 
classification is compared with 10 cardiac clinical cases 
with four different MI subtypes (IL; IPL; AS; A). The 
accurcy of of the classifiation was 87% approximatly 
(Table 4). 

Lead 
number 

Remained data after 
stemming 

Number of samples 
attached to each centroids 

Centroid assign to 
certain class 

Matching 
coefficient % 

Classifier accuracy 

aVR 

261 
red circles = 213 IL 81.60% 

87.61% 

Others centroids = 48 --- 18.40% 

189 
blue squares = 165 IPL 87.30% 

Others centroids = 24 --- 12.70% 

159 
green stars =147 AS 92.50% 

Others centroids = 12 --- 7.50% 

L1 
459 

red circles = 366 IL 79.70% 

Others centroids = 93 --- 20.30% 

295 blue squares =258 IPL 87.50% 
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Others centroids = 37 --- 12.50% 

V6 
468 

blue squares = 374 IPL 80.00% 
Others centroids = 94 --- 20.00% 

156 
red circles = 149 IL 95.50% 

Others centroids =7 --- 4.50% 

V5 

416 
blue squares = 351 IPL 84.00% 

Others centroids = 65 --- 16.00% 

410 
tringle magenta = 381 A 93.00% 
Others centroids = 29 --- 17.00% 

337 
red circles = 321 IL 95.00% 

Others centroids = 16 --- 5.00% 

Table 4: Classifier evaluation. 
 

Conclusion and Future Work 

Machine learning techniques used in medical 
diagnosis fields, such as classification and recognition 
systems, have improved to help medical experts in 
diagnosing attempt. This work presents unsupervised 
clustering algorithm used to differentiate between 
complexes ECG diseases subclass. Thus, good clustering 
method could produce a high inter-cluster similarity and 
low similarity between different clusters. The result 
shows that stemming filter is a quick and an accurate way 
to discover the morphology variation between disease MI 
subclasses. Our method helps in data reduction and 
clusters separation; stemming and normalization filters 
give a complete representation about the location of the 
disease morphology variation. In addition, major 
problems which could complicate the automation 
classification process had been resolved, and the 
achievement is evaluated with about 87.61% in right 
classification. The future work may involve using new 
clustering methods that could improve the performance 
of classifier in targeting other heart diseases, as well as 
increasing the flexibility of data entry, such as old 
electrocardiography sets and video capturing data. 
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